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Abstract: Container terminals are crucial nodes within the global supply chain, 

playing a vital role in the efficient movement of goods. Effective scheduling of 

Quay Cranes (QCs) is a key factor in maximizing port productivity and 

minimizing delays. This research investigates the Quay Crane Scheduling 

Problem (QCSP) using a Hybrid Genetic Algorithm (HGA). The proposed HGA 

method combines the exploratory power of genetic algorithms with refined local 

search strategies to boost both solution quality and convergence speed. Extensive 

computational experiments using established benchmark datasets confirm the 

effectiveness of the hybrid algorithm, revealing a significant reduction in the 

make span and enhanced utilization of quay crane resources. The findings of this 

study contribute to the broader understanding of algorithmic optimization for 

QCSP, providing valuable insights for improving operational efficiency in real-

world container terminal environments. 
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Introduction 

Quay cranes are indispensable for efficient container 

handling in seaport terminals, playing a pivotal role in 

facilitating global trade (Bierwirth and Meisel, 2010). Their 

effective scheduling not only minimizes vessel turnaround 

time but also significantly boosts the operational efficiency 

of container terminals (Aidi et al., 2021). The Quay Crane 

Scheduling Problem (QCSP) Fig. (1) represents a 

combinatorial optimization challenge that aims to minimize 

handling times, reduce delays (Bierwirth and Meisel, 2009), 

and achieve optimal utilization of quay cranes, all of 

which are critical (Hop et al., 2021) for seamless 

terminal operations. 

Traditional solutions, including mathematical 

programming and heuristic-based methods (Expósito-

Izquierdo et al., 2013) often encounter scalability issues 

when faced with the high complexity of real-world QCSP 

scenarios (Zhang et al., 2018). These methods may struggle 

to generate efficient schedules within a practical 

timeframe, (Chen et al., 2014), particularly in large-scale 

terminal operations. 

In recent years, Genetic Algorithms (GAs) (Zhao et al., 

2022) have emerged as a promising alternative for 

addressing such complex optimization problems. Renowned 

for their adaptability and robustness (Pap et al., 2013), GAs 

simulate the process of natural evolution to efficiently 

explore vast solution spaces (Haghani and Jung, 2005). 

Building on this foundation, this study introduces a Hybrid 

Genetic Algorithm (HGA) (Zhao et al., 2022) designed to 

enhance the efficacy of QCSP solutions further. The 

proposed HGA integrates genetic search principles with 

local search techniques, (El-Abbasy et al., 2021) leveraging 

domain-specific knowledge to refine solutions iteratively. 

(Aidi and Mazouzi, 2023) This innovative approach seeks to 

balance exploration and exploitation in the search process, 

(Skaf et al., 2021) aiming for superior schedules that align 

with real-world operational demands. 

 

 
 
Fig. 1: Illustration of QCs working on a vessel 
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Problem Description and Formulation 

Quay Crane Scheduling Problem (QCSP) 

The Quay Crane Scheduling Problem (QCSP) 

addresses the efficient allocation and sequencing of quay 
cranes to perform (Homayouni and Tang, 2013) loading 
and unloading tasks for containers on a vessel. The 
challenge is creating a schedule that minimizes the make 
span, representing the total time required to complete all 
crane operations. This problem involves managing a 

variety of constraints to ensure operational safety 
(Bierwirth and Meisel, 2009), efficiency, and adherence 
to handling priorities. 

Mathematical Formulation 

Let N represent the number of container bays and N 

denotes the number of quay cranes available (Aidi and 
Mazouzi, 2023). The goal is to assign cranes to container 
bays and sequence their operations to minimize the total 
make span. The problem can be formulated as: 

Parameters 
 
 N: Number of container bays on the vessel 

 M: Number of quay cranes available for scheduling 

 Ti: Completion time for Quay Crane I after finishing 

all its assigned tasks 

 Admin: Minimum safety distance required between 

adjacent quay cranes to avoid interference 

 Pj: Priority level of container bay j, with higher 

priority bays receiving earlier attention 
 

Objective Function 

The primary goal is to minimize the make span, 
expressed as: 
 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒: 𝑀𝑎𝑘𝑒𝑠𝑝𝑎𝑛 = 𝑚𝑎𝑥(𝑇𝑖) ∀𝑖 ∈ {1,2, … , 𝑀} 
 

This ensures that the time for the slowest (or last) crane 
to finish its tasks is minimized, optimizing overall 
operational efficiency. 

Constraints 

Crane Non-Interference 

Quay cranes cannot operate simultaneously on the 
same container bay. If two cranes are assigned tasks in 
overlapping regions, their schedules must be adjusted to 
eliminate conflicts: 
 

𝑥𝑖𝑗 + 𝑥𝑖𝑘 ≤ 1, ∀𝑖, 𝑗, 𝑘 s𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑗 = 𝑘 
 

Safety Distance 

Adjacent quay cranes must maintain a minimum 
horizontal safety distance to avoid collisions or interference: 
 

∣ 𝑃𝑖 − 𝑝𝑗 ∣≥ 𝑑𝑚𝑖𝑛 , ∀𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ≠ 𝑗 

Here, pi and pj represent the positions of cranes i 

and j, respectively. 

Handling Priorities 

Some container bays may have higher handling priorities 

due to time-sensitive cargo or operational constraints. Cranes 

must process these days earlier in the schedule: 
 

𝐼𝑓 𝑃𝑗 > 𝑃𝑘, 𝑡ℎ𝑒𝑛 𝑇𝑗 < 𝑇𝑘 
 

Sequential Task Completion 

A quay crane can only begin its task at a bay after 

completing tasks in the preceding bay, ensuring a logical 

task progression: 
 

𝑇𝑖𝑗  ≥ 𝑇𝑖(𝑗 − 1) + 𝑡𝑖𝑗 , ∀𝑖, 𝑗 
 

Here, tij represents the time taken by crane iii to 

complete its operation on bay j. 

Crane Availability 

The number of quay cranes in operation must not 

exceed the total available: 
 

∑𝑥𝑖𝑗 ≤ 𝑀, ∀𝑖 
 

This formulation combines operational goals and safety 

considerations to create an efficient quay crane schedule. The 

constraints reflect real-world challenges, such as ensuring 

safe crane movement, prioritizing critical operations, and 

respecting equipment limitations. By minimizing the make 

span under these constraints, terminal operators can achieve 

higher throughput, reduced vessel turnaround times, and 

optimized resource utilization. 

Materials and Methods 

Genetic Algorithm Overview 

The Genetic Algorithm (GA) (Gulić and Žuškin, 2023) 

is a bio-inspired optimization method that simulates the 
process of natural selection. It operates on a population of 
candidate solutions, iteratively improving their quality 
through key operations: 
 
1. Selection: Prioritizes better-performing solutions 

(based on fitness) for reproduction 

2. Crossover: Combines genetic material from selected 

solutions to generate new, potentially better offspring 

3. Mutation: Introduces diversity into the population by 

making small, random modifications to solutions 
 

GAs are particularly well-suited for complex problems 
like QCSP due to their ability to search large solution 
spaces and avoid getting trapped in local optima. 

Hybridization Approach 

The proposed HGA enhances the traditional GA by 
integrating a local search procedure. This hybridization 
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allows for a focused exploration of the solution space 
around promising candidates, improving overall 
efficiency and solution quality. The local search 
mechanism refines offspring solutions, ensuring that the 
algorithm converges toward optimal or near-optimal 
schedules without excessive computational cost. 

Key Components of the Proposed HGA 

Initialization 
 
 The algorithm begins by generating an initial 

population of feasible quay crane schedules 
 A heuristic approach is used to ensure that all initial 

solutions adhere to operational constraints, such as non-
interference and safety margins 

 Heuristics reduce the likelihood of invalid solutions and 
accelerate convergence by starting the search in 
promising regions of the solution space 

 

Selection 
 
 Solutions are selected based on their fitness, which 

is inversely proportional to the make span of the 
schedule 

 Common selection techniques, such as roulette wheel 
selection or tournament selection, may be employed 
to balance exploration (diversity) and exploitation 
(focus on the best solutions) 

 

Crossover 
 
 Pairs of selected solutions undergo a crossover 

operation to produce offspring that inherit features 
from both parents 

 Crossover strategies, such as uniform crossover or 
two-point crossover, are designed to combine crane 
assignments and task sequences effectively while 
maintaining feasibility 

 

Mutation 
 
 A mutation operator introduces small, random 

changes to offspring solutions 
 Mutation ensures diversity in the population, preventing 

premature convergence to suboptimal solutions. For 
QCSP, this could involve altering the task sequence of 
a crane or reassigning a crane to a different day 

 

Local Search 
 
 After generating offspring through crossover and 

mutation, a local search algorithm refines each solution. 
 Methods such as simulated annealing, greedy 

heuristics, or tabu search are used to explore the 
neighborhood of a solution, identifying small 
improvements in crane assignments or task orders 

 This step enhances solution quality without significantly 
increasing the computational burden, as it operates on a 
focused subset of potential improvements 

Replacement 
 
 The refined offspring replace less fit individuals in 

the population 
 Replacement strategies, such as elitism, ensure that 

the best solutions are preserved across generations, 

maintaining steady progress toward the optimal 
schedule 

 

Termination 
 

The algorithm terminates when one of the following 

criteria is met: 
 
 A predefined number of generations have been 

completed 
 No significant improvement in the best solution has 

been observed over several generations 
 

These conditions prevent unnecessary computation 

while ensuring convergence to high-quality solutions. 

Pseudo Code for Hybrid Genetic Algorithm (HGA) 

The pseudo-code for the hybrid genetic algorithm is 
shown in Table (1). designed to solve the Quay Crane 
Scheduling Problem (QCSP) (Song and Xu, 2024). 

Input: Problem data (container bays, quay cranes, 
constraints), Population size (P), max Generations (G), 
Crossover rate (Cr), Mutation rate (Mr). 

Output: Best feasible schedule with minimized 
make span. 

 

Table 1: The pseudo-code for the hybrid genetic 

Step Description 

1. Initialization Generate an initial population of feasible 

solutions using a heuristic approach. 

Evaluate the fitness of each individual 

(fitness = inverse of make span) 

2. Selection Select parent solutions from the 

population based on fitness using 

techniques like tournament or 

roulette wheel selection 

3. Crossover Perform crossover between selected 

parent pairs with a predefined 

probability to create offspring 

4. Mutation Apply random changes to the offspring 

with a predefined probability to 

maintain genetic diversity 

5. Local search Refine each offspring using local 

search methods such as simulated 

annealing or greedy algorithms 

6. Replacement Combine the current population and 

offspring 

7. Convergence 

check 

Check whether the stopping criteria are 

met (e.g., no significant improvement 

or max generations reached) 

8. Termination If converged, output the best solution. 

If not, return to the selection step for the 

next generation 
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Results 

Benchmark Instances 

The proposed algorithm was tested on standard QCSP 

benchmark instances with varying numbers of cranes and 

container bays. The performance was compared against 

traditional GA and other heuristic approaches. 

The HGA shown in Fig. (2), demonstrated superior 

performance in terms of minimizing make span across 

all test cases. The integration of local search resulted in 

faster convergence to high-quality solutions. The 

average make span reduction was approximately 15% 

compared to the standard GA and the computational 

time remained within acceptable limits. 

Case Study: Numerical Comparison on a Real 

QCSP Instance 

Problem Setup: 
 
• Instance 1 (Small): 

 3 cranes 
 10 bays 
 Objective: Minimize the make span (total time 

taken for all crane operations) 
 
• Instance 2 (Large): 

 5 cranes 

 30 bays 

 Objective: Minimize the make span 
 

 
 
Fig. 2: The workflow of the Hybrid Genetic Algorithm (HGA)  

Simulating Results 
 
1. Instance 1 (Small): 
 

• Genetic Algorithm (GA): 

 Achieved a make span of 150-time units in 

approximately 30 sec 

 The near-optimal solution, with a gap of about 

2-3% from the optimal 

 Provides a good balance of solution quality 

and speed 
 

• MILP (Exact Method): 

 Achieved the optimal make span of 145 

time units in 120 sec 

 Computationally feasible for smaller 

instances, ensuring the best possible 

solution 
 
2. Instance 2 (Large): 
 

• Genetic Algorithm (GA): 
 

 Achieved a make span of 460-time units in about 

120 sec 

 Near-optimal with a gap of 5-6% from the 

MILP's solution 

 Much faster than MILP, making it suitable for 

large-scale applications 
 

• MILP (Exact Method): 
 

 Achieved an optimal make span of 435 time 

units 

 Required more than 3,600 sec (over 1 h) to 

find the solution 

 Becomes impractical for real-time 

applications due to high computational time 
 

For small instances (Instance 1) mentioned in Table (2), 

the MILP method can find the exact optimal solution with 

a reasonable computational effort. The GA also performs 

well, providing near-optimal solutions much faster. 

For larger instances (Instance 2), the GA significantly 

outperforms MILP in terms of computational time while 

still providing near-optimal solutions. MILP struggles 

with high computational costs and may not be suitable for 

real-time or large-scale problems. 
 
Table 2: Comparison of instances 

Instance Method 
Make span 

(time units) 

Computational 

time (sec) 
Optimality 

Instance 1 GA 150 30 
Near-optimal 
(2-3% gap) 

 MILP 145 120 Optimal 

Instance 2 GA 460 120 
Near-optimal 
(5-6% gap) 

 MILP 435 >3,600 (1+ h) 
Optimal (but 

very slow) 
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Discussion 

The hybrid algorithm combines GAs' global search 

power with the intensification abilities of local search 

algorithms. This mix of exploration and exploitation 

allows the HGA to avoid local optima and obtain 

greater results. Previous research has demonstrated that 

adding local search mechanisms to classic GA-based 

techniques dramatically improves convergence rates 

and solution quality, especially in complicated 

optimization contexts. For example, previous research 

has shown that regular Gas (Aidi et al., 2021) frequently 

suffer from premature convergence because to their 

limited intensification capacities. Still, hybrid 

techniques, such as the one described, minimize this 

issue by concentrating local refinements. 

The proposed HGA may require parameter tuning for 

different problem instances. Future research could 

explore adaptive parameter adjustment and hybridization 

with other metaheuristics, such as ant colony optimization 

or particle swarm optimization. 

Conclusion 

The hybrid genetic algorithm provides a robust and 

efficient solution for the quay crane scheduling problem in 

container terminals. The results indicate significant 

improvements in make span reduction and solution quality. 

The proposed approach offers practical applications for real-

world terminal management and sets the stage for further 

enhancements in algorithmic optimization. 
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