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Abstract: This study explores the multidimensional characteristics and
influencing factors of Internet information behavior and constructs a
theoretical framework to explain user behaviors in information acquisition,
dissemination, and sharing. The paper defined the core concepts of Internet
information behavior and examined its evolution in the digital era. It
categorized information acquisition behaviors based on processing methods,
emphasizing the roles of search engines and social media in fulfilling users'
information needs. Our paper identifies two primary factors shaping users'
information behavior: Individual and social factors. Individual factors affect
search strategies and channel preferences, while social networks and cultural
contexts drive group-level trends in information sharing and dissemination.
We also explore the applications of Internet information behavior in
education, business, and public services. It analyzes opportunities and
challenges posed by technologies such as AI and big data, alongside related
ethical and social responsibilities. These findings suggest potential
directions for future research.
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Introduction
Internet Information Behaviour (IIB) has grown to be

a major area of research in the information society due to
the fast expansion of social media and information
technologies (Jia et al., 2021). The continuous changes in
user behavior in the search, acquisition, and
dissemination of knowledge on digital platforms, which
have a significant impact on the economy and society,
are influencing personal decision-making especially
(Miraj et al., 2021). Thus, a methodical study of IIB's
several characteristics, together with an analysis of its
underlying influential factors and evolutionary trends, is
necessary to grasp the mechanisms of information
distribution in the digital age (Wilson, 2024b).

We separate the "social media" from "social
networks" to avoid conceptual uncertainty. Facebook,
Twitter, WeChat, and TikHub (Kaplan and Haenlein,
2010) are among the social media sites that let users
create, distribute, and interact with the material. Social
media mostly serves as a tool for information delivery
and content development, therefore stressing user-
generated content and interactive involvement. On the
other hand, social networks represent the framework of
social interactions created by technological mediation,

which could start with actual contacts (e.g., family and
colleagues) or interest-driven communities (Boyd and
Ellison, 2007). Social networks stress the structural links
among people instead of the specific media outlets.
Social media so reflects social networks, but it is not
exactly like them. In the study of information behavior,
researchers have to clearly separate social interactions
(social networks) from platform features (social media)
to offer conceptual clarity and avoid misinterpretation.

The absence of integrated multidisciplinary
approaches in current theoretical models constrains the
systematic elucidation of the interactive mechanisms of
information behavior at the individual, group, and
societal levels (Chen et al., 2022). Current research
predominantly emphasizes disparate perspectives, such
as network interactions in sociology or cognitive
processes in psychology, while failing to integrate these
concepts into a coherent framework. Analyzing the
interplay between group-level dynamics, such as social
network effects, and individual-level variables, including
cognitive biases, uncovers a significant knowledge gap
regarding the broader social implications of information
behavior. Despite the application of big data and artificial
intelligence technologies in this domain, the majority of
studies conducted to date have been superficial and have
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not thoroughly examined the dynamic aspects of user
behavior and their underlying motivations (Liu et al.,
2020). Furthermore, there is a dearth of methodical
research on the mechanisms and impact routes of IIB in
sectors including public services, business, and education
(Fedushko and Benova, 2019). Using IIB in these
domains sometimes ignores generalizable mechanisms,
thus limiting its ability to address broader issues such as
information overload or unequal resource distribution.
This study aims to construct a varied theoretical
framework, incorporating perspectives from information
science, psychology, and sociology, thereby addressing
these shortcomings and providing a comprehensive
understanding of the factors influencing IIB and its
consequences across multiple disciplines.

Two aims of this study are to investigate the
identified research gaps by means of two objectives: (1)
to build a thorough theoretical framework synthesizing
insights from psychology, sociology, and information
science, and to clarify the basic mechanisms and impact
paths of IIB within the digitalization environment; and
(2) to investigate the prospective applications of IIB in
education, business, and public services, together with
the related ethical dilemmas. This study aims to advance
theoretical innovation and offer useful advice in the field
of IIB, encouraging its methodical growth.

Theory and Methods
IIB refers to the whole spectrum of information-

related activities carried out by people or groups inside
the Internet environment to meet specific information
needs, including information searching, browsing,
evaluation, distribution, sharing, and use (Choo, 2005).
These actions not only clarify users' cognitive processes
and decision-making mechanisms but also greatly affect
the effectiveness of information distribution, the
evolution of social structures, and the preservation of
cultural legacy (Wilson, 2024a). Two main areas of
current research are the study of individuals' information
acquisition and decision-making processes using
conventional information behavior models and the
analysis of the dynamic evolutionary characteristics of
information behavior in the digital sphere, integrating
insights from social networks and technological
developments.

Contributions and Limitations of Traditional
Models

Ellis's Cognitive-Affective Behaviour Model (1993)
and Wilson's Information Behaviour Model (1996)
together provide necessary frameworks for
understanding information behavior through the prism of
information needs and cognitive-affective processes, in
line with other basic models of information behavior.
Carefully considering significant influencing factors,
including psychological states and environmental

variables, these models systematically define the main
phases of information behavior: Need identification,
information searching, evaluation, and use. These
initiatives have created a strong foundation for
theoretical growth in this field. The rapid expansion of
social networks and Internet technologies have made
users' information behavior more complex, exposing
specific shortcomings in conventional models when
addressing new conditions. First, lacking dynamic
adaptability (Ruotsalo et al., 2020), these models are
limited in their ability to accurately document users' real-
time interaction patterns on digital platforms. Second,
they do not sufficiently incorporate the major impact of
technological environments and sociocultural contexts.
Expanding and innovating classic theories while
integrating new perspectives will help address these
challenges and provide a more precise representation of
the complexity of modern information behavior.

Innovative Integration of Theoretical Frameworks

This study develops a multidimensional theoretical
framework (Figure 1) integrating psychology, sociology,
and information science to systematically analyze user
information behavior patterns in the digital age, so
addressing the limits of conventional models regarding
dynamism and diversity while exploring their
fundamental mechanisms and impact paths. Three
fundamental dimensions—individual, group, and
environment—are included in this framework to examine
the dynamic elements of information behavior fully and
highlight the interactions among these elements.
Individual cognitive and emotional aspects include the
evolution of information needs, the optimization of
search strategies, and the development of the decision-
making process. Those with advanced information
literacy are more likely to create more exact search plans
and apply more exact criteria for evaluating information
dependability. Furthermore, influencing individual
behavior is environmental context, including algorithmic
recommendations controlling information exposure in
addition to knowledge and experience. Group-level
social network analysis helps clarify information
distribution patterns and identify important propagation
variables. With opinion leaders playing a key role, user
involvement—including likes, comments, and shares—
affects the scope and dependability of information
distribution. Their impact follows group size, frequency
of interaction, and social network strength. The
environmental dimension consists of the effect on
information behavior of sociocultural and technological
developments. Recommendation systems driven by
artificial intelligence adapt information distribution
based on user behavior data, affecting cognitive scope
and decision-making processes. Furthermore, affecting
users' view, interpretation, and information distribution
are cultural elements. The three dimensions dynamically
interact to form a feedback mechanism rather than
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operating separately. Recommendation algorithms affect
personal search habits; user-sharing activities affect the
information spreading on social networks. Furthermore,
group interactions support personal cognitive patterns
and affect the learning processes of recommendation
systems, so producing a dynamic feedback effect on
information spread. While highly interactive materials
achieves wider social distribution, so improving their
impact and visibility, user click behaviors affect
personalized recommendations in news distribution. This
mechanism clarifies events including information
cocoons and viral spread as well as helps one to better
understand the nuances of information behavior.
Moreover, while concurrently addressing ethical
conundrums in information behavior research, it
improves the predictive efficacy of behavioral models
and provides theoretical support for applications in
education, commerce, and public services.

Fig. 1: Multidimensional theoretical framework of IIB

Research Methods

By means of a literature review and theoretical
integration approach, this study methodically synthesizes
current research on Internet information behavior, so
building a multidimensional theoretical framework.
Academic papers, policy documents, and industry reports
released in the past five years are methodically examined
using a text analysis approach to guarantee scientific
quality and application of the findings. Four main steps
define the research approach. Initially, during the phase
of literature collecting and selection, keywords such as
"Internet Information Behavior" and "Social Media
Information Acquisition" are used to search the Web of
Science, Google Scholar, and other academic databases
for pertinent papers. Then, relevant information is chosen
to provide a thorough and authoritative basis for the
study. Second, classical theories such as Wilson's
Information Behavior Model and the Technology
Acceptance Model (TAM) are investigated to evaluate
their relevance and constraints inside the framework of
developing an Internet information behavior framework,
so offering a theoretical basis during the phase of the
theoretical model analysis. Third, during the data
analysis stage, a case study approach is used to
investigate the expression of Internet information
behavior in public services, corporate, and educational

spheres, among other spheres. By means of the
identification of important contributing elements, this
study seeks to clarify the mechanics of information
acquisition, processing, and application over many
settings. In order to present a methodical,
multidimensional theoretical model that fully clarifies
the evolution and determinants of Internet information
behavior, psychological, sociological, and information
science ideas are finally combined during the
framework-building phase. This methodical
methodology aims to produce essentially accurate and
practically useful results, enhancing research on Internet
information behavior and offering a theoretical and
empirical basis for the next studies in this developing
topic.

Classification of Internet Information
Behavior

IIB can be classified into two fundamental
dimensions: Information acquisition behavior and
information dissemination and sharing behavior. This
study examines user behaviours in two main contexts,
search engines and social media, to identify the
similarities and differences, as well as the underlying
influencing factors.

Information Retrieval Based on Search Engines

User engagement and knowledge discovery depend
on information acquisition. Thus, search engine use is
the most common activity (Drivas et al., 2021). Through
sophisticated algorithms and indexing systems, search
engines—as representations of information retrieval
technologies—much improve information accessibility
(Sharma et al., 2017). Constantly traversing the Internet,
basic web crawler technology independently gathers
analyses and stores large volumes of web content,
creating significant databases (Suryasa et al., 2023). This
operation greatly lowers the time needed for users to get
the required information and increases the scope of
easily available knowledge (Gupta et al., 2023).

Search engine use patterns expose users' cognitive
strategies and decision-making processes across large
amounts of information. Entering keywords helps users
not only indicate their informational needs and interest
preferences but also show their understanding of
information structures and their anticipations for retrieval
efficacy (Zhang et al., 2020). Recent studies revealed
that analysis of search engine logs allowed researchers to
get great insights into users' query behavior, click
patterns, and page dwell times, so revealing the basic
patterns of information acquisition behavior (Xie et al.,
2012). Many elements influence the use of search
engines: Users' information literacy, the complexity of
query tasks, search engine algorithm optimization, and
user interface accessibility. While complex query tasks
may necessitate multiple searches and result filtering,

http://192.168.1.15/data/12904/fig1.png
http://192.168.1.15/data/12904/fig1.png
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complicating the information retrieval process,
individuals with advanced information literacy can
formulate more precise query strategies and swiftly
locate the needed information (Lombardo et al., 2019).
The personalized recommendation feature of search
engines, based on user's previous searches and browsing
behaviors, delivers information tailored to individual
preferences, thereby enhancing the efficacy and
satisfaction of information retrieval. Therefore, using
search engines not only shows users' search for
knowledge but also emphasises the development of
digital era information organisation and retrieval
technologies. By means of a thorough investigation of
search engine use patterns and influencing elements,
information retrieval systems can be improved, user
experience can be raised, and the constructive
development of the information society can be promoted
(Matthews and Glitre, 2021).

Information Behavior in Social Media: Acquisition
and Dissemination

In internet information behavior, social media serves
both as a main platform for information distribution and
sharing and as a necessary source for information
acquisition. While their interaction behaviors—such as
likes, comments, and shares—determine the channels
and effects of information distribution, users learn
information via social recommendations, active
subscriptions, and algorithmic content suggestions
(Moreno-García, 2020). This interactive model suggests
that linking the general information spread with
individual information behavior depends on social
media. Traditional information retrieval techniques are
hampered by the scattered character of social media.
Instead of depending just on search engines, users are
progressively depending on tailored content delivered
through recommendations, subscriptions, and
personalized algorithmic feeds on social networks
(Abdelmalek et al., 2013). To provide highly tailored
information streams, social media platforms use
browsing history, user preferences, and social contacts to
enhance the accuracy of information retrieval (Mishra et
al., 2022). Furthermore, people often show more trust in
knowledge supported by friends, colleagues, or industry
experts from their social networks. This mechanism of
"social trust" increases the validity of acquired data
(Stathopoulos et al., 2023).

Concurrently, the fundamental network topology
shapes the information distribution on social media by
exhibiting characteristics of hierarchical diffusion and
viral propagation (Liou et al., 2016). With different
social relationships and network nodes assuming
different roles in the spread of information, users engage
in content sharing, commenting, and various interactive
behaviors influencing information dissemination (Riaz
and Sherani, 2021). While social trust systems and
platform recommendation algorithms jointly influence

the extent and intensity of information distribution, the
content of great quality that resonates with user interests
is more likely to be extensively shared (Lee et al., 2020).
Moreover, the ways in which knowledge is acquired and
shared are closely entwined within the social media
terrain, so producing a closed-loop effect. Users actively
contribute to content creation and distribution, so
influencing how others access and understand
knowledge; they are not only passive consumers of it.
This interactive model highlights the social aspect of
information distribution, so social media is defined as a
central hub in the digital information ecosystem (Miller,
2013). Still, the systems that allow information to be
shared could also result in echo chambers and
information silos, limiting users' exposure to different
points of view and so affecting cognitive diversity
(Galliera et al., 2025). Therefore, improving information
flow systems in social media is a top priority for the next
studies since it balances customized recommendations
with exposure to different content.

Factors Influencing Internet Information
Behavior

Individual Factors

Our findings indicate that users' Information
Interaction Behavior (IIB) is significantly influenced by
their educational background; thus, information
distribution and acquisition behaviors are closely linked
to educational attainment. While individuals with higher
education typically exhibit superior information literacy,
enabling them to efficiently acquire, assess, and utilize
knowledge, those with lower educational attainment may
experience impaired information behavior due to
information overload and the digital divide. Individuals
are increasingly inclined to share content on short video
platforms as their educational attainment rises. Data from
iMedia Research's China Short Video Industry User
Behaviour Survey indicates that individuals with
undergraduate or higher education shared content an
average of 235 times daily in 2023, while those with a
high school education or less shared content an average
of 78 times. By 2024, the sharing frequency for
individuals with undergraduate or higher education
levels increased to 276 times daily, whereas it decreased
to 75 times for those with lower education levels.

Likewise, data on social media user activity
underscores the influence of educational background on
user behavior. Users with higher education levels are
more inclined to post and comment on platforms such as
Weibo while favoring the consumption and liking of
content on Douyin. User behavior on WeChat
demonstrates a fairly balanced distribution among
different educational levels. This trend demonstrates the
relationship between social media user engagement and
educational attainment, likely stemming from differences
in social needs and behavioral patterns among
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individuals with varying educational levels. Thus, the
significant influence of educational background on IIB
offers a promising avenue for future research.
Understanding the motivations behind user behavior can
provide valuable insights for the development and
improvement of IIB strategies.

Social Environmental Factors

Social Networks and Information Diffusion

Social networks are a necessary forum for interaction
and communication, which greatly shapes opinion
expression and knowledge gain. Users can quickly pick
up broad knowledge and interact with others from many
backgrounds, therefore changing their perspectives and
actions. Information diffusion models are essential
analytical tools for comprehending the routes, velocity,
and node-to-node implications of information flow in
examining the influence of social networks on
knowledge distribution. The dynamic process of
information distribution and its impact on user behavior
is investigated in this study using the Independent
Cascade Model (ICM). The Independent Cascade Model
has many benefits in comparison to other social network
diffusion models, such as the Linear Threshold Model. It
first matches more precisely with real viral transmission
patterns by first simulating the probabilistic paths of
information flow inside social networks. Second, it
skillfully runs large networks, which makes it
particularly relevant for looking at social media
environments for information distribution. In the end,
ICM clarifies the cascade effect of information spreading
and provides important analysis for dynamic network
environments to foresee user behavior.

Focusing on the diffusion characteristics of
information shared by authoritative institutions such as
the World Health Organization (WHO), this study
assesses the effectiveness of ICM by analyzing the
dispersion of health information during the COVID-19
epidemic. The results show that high-credibility material
is more likely to be shared inside the ICM framework,
therefore highlighting the critical role authoritative
sources play in the distribution of knowledge. A public
health messaging simulation on Twitter shows that, via
many retweet cycles, health-related information shared
by medical professionals reached over a million people.
This finding emphasizes how much high-credibility
nodes improve the broad information distribution
throughout extensive transmission networks. These
results show that ICM not only provides a scientific basis
for optimizing information distribution strategies,
thereby increasing the efficacy of public health
communication inside social networks but also precisely
forecasts the degree and consequences of information
diffusion.

The broad use of information diffusion models
provides theoretical bases and insightful analysis to

improve information distribution in many spheres. These
models enable the exact identification of high-impact
nodes, such Key Opinion Leaders (KOLs), and effective
distribution channels, so providing important insights for
public opinion analysis and marketing. Companies use
diffusion models in useful applications to analyze KOL
distribution channels on platforms like Weibo,
identifying key opinion leaders in particular fields. This
improves brand results and helps to maximize methods
of resource allocation. Diffusion models were used by
government agencies to identify important social media
spreading hubs for pandemic control projects. By
meticulously orchestrating the distribution of public
health information, they tripled the efficiency of
conventional methods, significantly enhancing public
awareness and engagement. These illustrations
demonstrate the significant value and wide applicability
of information diffusion models across various contexts,
including crisis management, public governance, and
commercial promotion.

Sociocultural Context

A great and complex element influencing IIB is the
sociocultural context, which greatly shapes people's
actions in information acquisition, processing,
distribution, and use inside digital environments.
Comparative studies and literature reviews expose that
sociocultural context acts as an implicit mediator
influencing the traits and expressions of information
behavior. The sociocultural setting consists of several
aspects: Values, belief systems, educational level,
language style, and social conventions. These closely
related elements help to shape people's information
behaviour decision-making process, so generating
distinctive cultural patterns. Individualistic and
collectivistic communities produce different
sociocultural information practices. In collectivist
societies, information conduct is consistent and
collective; people help one another to meet their
information needs. In individualistic civilizations,
information behavior stresses autonomous research and
self-expression, hence accentuating invention and
personalism. Underlying quantitative research on cultural
differences in information behavior is Hofstede's cultural
features theory. As the power distance theory suggests,
high power distance societies distribute knowledge
through authoritative structures. As such, conservative
information practices are promoted, and the autonomy of
information choosing is limited. Low power-distance
societies improve transparency and diversity, therefore
enabling personal choice and understanding of
information.

As a result, people in low power-distance cultures are
more likely to open information flow while individuals
in high power-distance cultures usually show more
resistance to share knowledge. These results emphasise
the need of sociocultural background as a major
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determinant of IIB. Its diversity and complexity require
researchers to maintain a high level of sensitivity and
adaptability in analysis and practice. By thoroughly
understanding information behavior patterns in different
cultural contexts, more precise strategies can be
developed to optimize cross-cultural information
services, promote information equity, and enhance
information sharing.

Applications and Challenges

Education

In the field of education, the application of IIB has
not only reshaped the methods of knowledge acquisition
and delivery but also significantly expanded the breadth
and depth of education (Dong et al., 2022). The quick
development of flipped classrooms and blended learning
emphasizes the indispensable role of the Internet in the
distribution of instructional materials and the
improvement of personalized learning (Figure 2).
Reflecting the growing worldwide need for open-access,
high-quality educational resources, Massive Open Online
Courses (MOOCs), a key model in online education,
have exhibited amazing increase from 50 million in 2015
to 454 million in 2023, indicating participant numbers
surge from MOOCs dramatically increase educational
access by offering flexible and large-scale online
learning choices (Figure 3). Adoption of them depends
on societal influences, learning motivation, and personal
knowledge level. This study carefully examines these
components, applying a multidimensional perspective of
Internet information activity. Individual-level
information literacy, learning motivation, and technology
acceptability are critical determinants of MOOC
adoption. Studies show that while those with low
information literacy may run across technological
challenges or cognitive overload, reducing their
inclination to participate in MOOCs, those with high
information literacy are more likely to actively seek and
use online learning resources. According to the
Technology Acceptance Model (TAM), a user's
acceptance and continuous usage of MOOCs depend
much on their perceived ease of use and perceived
usefulness.

Different countries see different social acceptance of
MOOCs. Hofstede's Cultural Dimensions show that low
power distance societies—Western countries included—
usually select open online learning, giving independent
discovery and involvement a top priority. On the other
hand, high-power remote civilizations—East Asia, for
example—give instructor authority top priority, therefore
perhaps limiting the MOOC participatory learning
experience. Despite the great use of MOOCs in China,
the educational model mostly stresses tests, and students
prefer course certification over intensive, interactive
learning.

Fig. 2: Development trends of flipped classroom and blended
learning
Data Source: Jin, L. (2024) and Huainan, Z. (2019)

Fig. 3: MOOC users over time
Data Source: Ministry of Education of the People's Republic of
China (2023)

New approaches in educational strategies have been
motivated by the change in Internet information
behavior. Online learning environments use big data
analytics to track student learning activities, including
study length, learning paths, and performance variances,
therefore giving teachers reliable instructional feedback.
Incorporating flipped classrooms and blended learning
approaches into this data-driven approach has enhanced
student involvement and outcomes of individualized
learning. Data-driven feedback systems, using a targeted
approach, help teachers enhance their instructional
design and thereby increase teaching efficacy.
Furthermore, by giving rural students access to better
educational materials via online learning, educational
inequalities both regional and urban have been lessened.

This study provides a multidimensional paradigm for
Internet information behavior, stressing that human
variables (information literacy), group features (social
learning), and environmental factors (technology aid)
influence educational information behavior. Information
literacy affects students' abilities to effectively search for
and use digital information, so enabling those with
higher degrees of literacy to create effective learning

http://192.168.1.15/data/12904/fig2.png
http://192.168.1.15/data/12904/fig2.png
http://192.168.1.15/data/12904/fig3.png
http://192.168.1.15/data/12904/fig3.png
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strategies and raise educational results. Social learning
systems are crucial at the group level for online learning
environments such as MOOCs and flipped classrooms,
so improving information flow and cooperative
knowledge generation and so increasing the learning
efficacy. Moreover, at the contextual level, technology
support—particularly powered by artificial intelligence-
based recommendation systems—enhances learning
opportunities by means of tailored paths. Nevertheless,
given these advances, the application of Internet
information behavior in education faces significant
challenges. The rapid growth of online learning
resources has aggravated information overload and made
it more difficult for students to recognize and extract
useful knowledge, hence increasing their information
literacy needs. Online learning environments' openness
and complexity create problems for educational
management in terms of guaranteeing the quality of
learning, verifying resource legitimacy, and protecting
cybersecurity. Resolving these problems calls for
students to become more information literate, strengthen
social learning systems, and increase technological
support systems, optimizing the use of Internet
information behavior to reach higher learning efficiency
and improved educational quality.

Later research on Internet information behavior in
education should then focus on several important
spheres. First, thorough studies are needed to investigate
the relationship between information behavior and
learning results, thereby exposing basic processes to link
theoretical results with useful applications. Second, more
attention should be paid to helping students become
more information literate by means of organized courses,
enhancing their ability to filter, evaluate, and use
knowledge effectively. Implementing a comprehensive
online learning assessment system would help to ensure
continuous improvement of the quality of education. In
order to promote educational fairness, Internet
technologies have to be used to help underprivileged
groups, thereby lowering educational differences. These
initiatives can realize the whole possibilities of Internet
information behavior in education, so enabling
revolutions in pedagogical approaches and models and
so support educational equity and better growth.

Commerce

The application of Internet information behavior has
changed consumer contacts, market tactics, and company
operations. By tracking and evaluating users' search,
browsing, buying, and reviewing behavior using
advanced data analytics, businesses may maximize
marketing efforts and increase user involvement.
Amazon's personalized recommendation system, driven
by big data algorithms, greatly increases customer
retention and raises the average order value since
roughly 35% of its sales in 2019 were connected to

tailored recommendations. This is essentially a basic
competitive edge. By way of consumer behavior
research, analyzing users' watching histories, ratings, and
watch times enables Netflix to generate exact user-
profiles and support highly tailored content
recommendations (Gomez-Uribe and Hunt, 2016). This
approach guarantees a continuous rise in subscription
numbers in the very competitive streaming industry by
reducing turnover rates and increasing user happiness.
Businesses are also increasing the spectrum of Internet
information use strategies. Using its Nike Run Club
membership program and mobile app, Nike investigates
consumer fitness trends and purchase preferences. By
personalizing each other, customized product
recommendations and individualized workout advice
generated by this research raise user engagement and
sales conversion rates. Alibaba reduces inventory costs
and improves market responsiveness by using artificial
intelligence and cloud computing to govern massive
volumes of e-commerce data; this helps to improve
supply chain management and sales forecasting.
Alibaba's Cainiao Network maximizes delivery routes by
means of big data analytics, therefore considerably
improving logistics efficiency. China's Credit Reference
Consortium and other cross-industry data-sharing
programs help to demolish data silos and support multi-
party cooperation. This will so raise commercial value
and inspire innovation.

Although Internet information activity is somewhat
common in business, its use has raised major ethical and
data privacy problems. More stringent legislation,
including the General Data Protection Regulation
(GDPR), aimed to protect user privacy, followed the
2018 Facebook-Cambridge Analytica debacle, which
exposed the dangers of data exploitation. Corporate
applications driven by artificial intelligence might raise
moral issues around algorithmic bias and data openness.
When Amazon's AI-driven hiring practice revealed
gender inequality, critics responded adversely. This bias
resulted from the underlying presumptions of the training
data, which favored male candidates over female ones.
Moreover, underlining the problems with user privacy
violations and data usage enabled by personalized
advertising and content curation by artificial intelligence
is the Cambridge Analytica incident, in which personal
data obtained without permission of 87 million Facebook
users was targeted for political advertising. This event
underscored the need of more strict privacy protection
laws, which resulted in global legislative projects
including the development of GDPR guidelines.
Although legislators should impose rigorous data
governance standards, such as the GDPR in the EU and
China's Personal Information Protection Law (PIPL), to
manage corporate data usage practices, companies
should deploy justice-aware machine learning algorithms
to lower artificial intelligence bias. As artificial
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intelligence technologies propel commercial
development, striking a balance between ethical
obligation and data value will assist in building a
transparent, fair, and privacy-aware digital economy.

Public Services

Although it causes many issues, the application of
IIB in public services has become clear as a necessary
tool for raising service responsiveness and efficiency. By
means of the great integration of Internet technology, IIB
is changing public expectations and experiences related
to public services as well as delivery paradigms.
Improving the distribution of public service resources
and raising the effectiveness of decisions depend on
government data analysis. Using health code and travel
code data, the Chinese authorities successfully tracked
the contact history and movement trajectories of
confirmed patients by means of machine learning
classification algorithms and clustering analytic
approaches across the COVID-19 epidemic. This
approach reduced the transmission rate to thirty percent
of the originally expected level. Moreover, local
governments effectively predicted peak infection times
two weeks ahead by using time-series predictive
modeling and big data analysis, therefore enabling the
strategic deployment of medical resources and ensuring
enough supply for crucial areas. Real-time data analysis
helped authorities to precisely assess bed demand and
maximize resource allocation using linear programming
models, hence enhancing emergency response efficiency
during the building of Wuhan's temporary hospitals.

In community service management, big data analysis
facilitates the enhancement of public services. Beijing's
'JingTong' platform employs a semantic analysis-driven
community demand mining technique to reveal notable
disparities in citizens' acceptability of waste sorting
among districts. In light of these findings, focused
educational and promotional efforts were executed,
enhancing the accuracy of waste sorting from 65% to
85% within two months. Research on social media
underscores the importance of disseminating information
in public services. In response to natural disaster alerts,
the Japanese government employed the Social
Amplification of Risk Framework (SARF) to assess the
dissemination pathways of information via social media,
thereby ensuring that warning messages reached 80% of
the impacted population within one hour. In response to
the proliferation of rumors during the 2011 Fukushima
nuclear crisis, the Japanese government employed
advanced recommendation algorithms and robust
platform-based technologies to counter incorrect
information and limit the detrimental impacts of
disinformation. This strategy significantly alleviated
public concern and impeded the spread of
misinformation.

Technological and Ethical Challenges

Technology-Driven Analysis of Information
Behavior

Artificial Intelligence and Dynamic Information
Interaction

In recent years, the rapid development of AI
technology has significantly enhanced the efficiency and
depth of research into information interaction and
behavior (Pal et al., 2023). By leveraging big data
analytics, researchers can capture and uncover user
behavior patterns. For instance, by integrating features
such as clickstream data, search history, and dwell time,
they can construct precise user profiles (Alswiti et al.,
2016). Personalized recommendation systems on Netflix
and Amazon help to increase user involvement and
content relevance. These systems project user needs and
preferences by using user profiles. Deep learning and
reinforcement learning models are two achievements in
artificial intelligence. These tools help to enhance the IIB
dynamic analysis. Reinforcement learning lets real-time
changes depending on user input help to improve
interaction results. Our approach more closely forecasts
dynamic behaviors and reflects user interactions in real-
world conditions than past models.

Research combining graph analysis methods with
deep learning is driving IIB studies now to improve the
discipline beyond individual activities to complex group
dynamics. Graph Neural Networks (GNNs) provide new
tools for analyzing network dynamics since they are used
in methods to predict information distribution in social
networks. Two areas where knowledge sharing via social
media has been investigated are public opinion appraisal
and pandemic spread prediction. During the COVID-19
epidemic, AI-driven models were used to monitor the
dissemination of false information and project the
geographic distribution of the virus, therefore providing
vital support for focused public health projects. Future
research could look at the inclusion of multimodal data,
comprising text, images, and videos, thereby clarifying
the parallels and differences in information activity
across many social and cultural contexts (Zheng et al.,
2019).

Methods of machine learning offer significant tools
for the study of IIB. By means of substantial data
analysis, machine learning models can effectively
identify users' informative behaviour patterns and
preferences, therefore enabling advanced functionalities
such sentiment analysis and tailored information
recommendations. This extensive study of past conduct
improves the quality of user-information interaction and
the accuracy and efficiency of information retrieval.
Concurrent with this development in Natural Language
Processing (NLP) technology, IIB research has expanded
its scope. Natural Language Processing (NLP) helps



Jinyan Liao et al. / Journal of Social Sciences 2025, Volume 21: 76.88
DOI: 10.3844/jssp.2025.76.88

84

machines to analyze and understand human language,
hence improving complex information exchange
systems. Currently used extensively in intelligent
question-answering systems and dialogue generation
technologies, NLP offers users more natural and
seamless information services. NLP has great power to
progress the development of cross-linguistic translation
tools and more intelligent information search systems,
thereby changing user access to and engagement with
information. These advances will enable more inclusive
and effective information ecosystems, therefore enabling
people to move across the ever more complicated digital
surroundings with more ease.

Recommendation systems, a vital application of
artificial intelligence in IIB, are perpetually advancing in
complexity and personalization. Spotify's adaptive
recommendation system produces precise music
suggestions by integrating context-aware collaborative
filtering algorithms with deep learning models, including
Neural Collaborative Filtering (NCF). Data shows that
the tailored recommendation tool has raised user click-
through rates by 25%, so increasing user involvement
and hence platform income. Future recommendation
systems are expected to stress the integration and
knowledge of users' contextual information. This will
give consumers a more consistent and integrated service
experience and allow correct recommendations across
platforms and sectors. These developments could change
user interaction with knowledge, encouraging creativity
in the distribution of tailored content and raising user
satisfaction.

While AI technology possesses significant potential
for IIB research, its application prompts privacy and
ethical dilemmas. Individuals who obtain customized
recommendations that restrict their exposure to diverse
perspectives may encounter the "filter bubble"
phenomenon, wherein they are solely presented with
information that corroborates their preexisting beliefs.
This may intensify social inequality, suppress creativity,
and markedly diminish participation. Platforms can
alleviate this effect by employing diversity-enhancing
algorithms that align user preferences with a broad
spectrum of content. Transparent recommendation
systems enable users to regulate the degree of
personalization, thereby enhancing information retrieval.
Furthermore, algorithmic bias presents significant
challenges. In artificial intelligence systems, bias
typically arises from biased training datasets or design
deficiencies, leading to inequitable recommendations or
discriminatory outcomes. Biassed datasets
disproportionately represent specific demographic
populations, potentially adversely affecting under-
represented groups. Tackling this issue depends on
methods for justice optimization, including explainable
artificial intelligence tools and dataset de-biassing.
Frequent audits and the application of ethical standards
contribute to greater justice and accountability in

government algorithmic decision-making. Addressing
these issues will ensure that future studies enable the
responsible and sustainable integration of artificial
intelligence into IIB, thereby promoting innovation and
protecting user rights and trust.

Big Data Analytics and Behavioral Patterns

Comprehensive profiles of users' information
behavior are developed from big data analytics—that is,
the study of users' online activities, including search
records, browsing histories, and social media
interactions. Algorithmic models, clustering analysis, and
association rule mining help one to identify user
preferences, changing needs, and basic ideas controlling
information consumption. "Big data analytics" refers to
Google's techniques for looking at user search histories
and click activity. Using machine learning methods, this
data is examined to improve characteristics, including
autocomplete and search result ranking. This guarantees
that the outcomes quite match the expectations of the
user. User input is shown in Figure (4), the first phase of
the process. The following stages of data collecting and
algorithmic processing produce relevant and exact search
results.

Fig. 4: Google search engine optimization

Fig. 5: Amazon recommendation system

Based on data-driven customized recommendations,
Amazon's recommendation system (Figure 5) shows how
consumer information behavior has changed and how the
market competitiveness of the company has risen.
Amazon generates quite accurate recommendations by
combining user search history, browsing behavior, and
purchase records. By means of deep learning and
collaborative filtering approaches, this system assesses
consumer preferences, so enhancing user retention and
purchase conversion rates. This study presents three
fundamental levels of operation of the recommendation
system in a multidimensional framework. Suggested
content is directly affected by individual user browsing
patterns and purchase behavior, so guiding consumers in
making decisions based on customized
recommendations. Ratings, reviews, and comments
among User-Generated Content (UGC) help to influence
group-level buying decisions of other consumers. These
interactions boost community confidence and help to

http://192.168.1.15/data/12904/fig4.png
http://192.168.1.15/data/12904/fig4.png
http://192.168.1.15/data/12904/fig5.png
http://192.168.1.15/data/12904/fig5.png
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promote a cooperative approach to decision-making.
Amazon enhances its recommendation system using
artificial intelligence, enabling a more accurate
information distribution. Furthermore, data mining
techniques allow one to find market trends, allowing
exact adjustments to corporate policies. By means of this
dynamic interaction among individual, group, and
environmental elements, Amazon can meet specific
consumer needs by means of social signals and
technological innovations influencing more general
market trends. This model shows the great integration of
information behavior in corporate environments and
stresses the essential component of data-driven decision-
making in modern corporate strategy.

One tool used in the investigation of large amounts of
data is data visualization. It does this by turning abstract
data into understandable charts and images, improving
communication and the general understanding of
intricate information flow patterns. This helps to
efficiently spread ideas and discoveries between
legislators and scientists. Using time series charts—
which clearly show public opinion trends—helps to
improve public event planning. On websites, heat maps,
on the other hand, improve user experience by
graphically showing user click patterns. A basic feature
of artificial intelligence, deep learning has created fresh
chances for studying information dynamics in big data
analytics. Deep learning models enable independent
extraction of high-level features, thus improving the
accuracy and efficiency of data analysis. Deep learning
models help Netflix to examine user viewing patterns
and offer highly tailored content recommendations, thus
improving user satisfaction. In the financial industry,
deep learning is used to find transaction anomalies, spot
possible frauds, and enhance risk-management
capacities. By means of multimodal data and real-time
analysis, these technologies could be coupled to increase
their relevance. Integration of traffic flow analysis and
social media data analysis improves traffic scheduling in
smart city management, thus increasing urban efficiency.
Big data analytics will surely bring in a new phase of
development for the study of information behavior as
technology develops and its uses get ever more
complicated.

Ethical Challenges and Responses in Information
Behavior

Given that the ubiquitous collecting, storage, and use
of personal data in online information activities present
significant privacy concerns, data protection is an ethical
issue of great relevance. The Facebook-Cambridge
Analytica controversy of 2018 brought global privacy
consciousness by revealing the dangers of improper data
use. Future studies should concentrate on improving
homomorphic encryption and federated learning,
building privacy-preserving technology, using

blockchain to increase data transparency, and passing
thorough privacy laws to build a strong data protection
system. Apart from privacy issues, the dissemination of
false information in the digital world presents a major
ethical difficulty. The COVID-19 epidemic shows how
quickly false information travels in an era of information
overload, endangering public confidence in preventative
actions and hence compromising public decision-making
and societal stability. While public education platforms
should help to increase information literacy and critical
thinking skills, future research should concentrate on
deep learning algorithms for fake news identification,
especially BERT-based models. Governments,
businesses, governments, and the general public have to
create a cooperative information governance system to
lessen the effects of disinformation on society,
governments, companies, and the general public. Online
fraud should cause great worry since it immediately
causes financial losses and compromises the integrity of
the digital terrain. Phishing and telecommunication
frauds are expected by the International
Telecommunication Union (ITU) to affect around 100
million people and result in worldwide economic losses
of $5.5 billion in 2022. Dealing with this challenge calls
for early warning systems and real-time monitoring as
well as integration of AI-driven cybersecurity solutions
to increase law enforcement efficacy and public
awareness campaigns to raise users' cybersecurity
awareness, thus producing a safer digital environment.

Thanks to developments in data security and privacy,
artificial intelligence has become an indispensable
technological instrument for addressing ethical
conundrums. Strict user data safety has been guaranteed
by several AI-driven solutions. Using differential privacy
—which combines noise into datasets to anonymize user
voice data, prevent individual data identification, and
enhance voice recognition algorithms—Apple's Siri by
means of Google's Gboard keyboard, federated learning
allows local training of AI models on users' devices
without involving the transfer of personal data to a
central server, therefore preserving user privacy. Leading
technology companies have included AI-powered
privacy protection technologies in their products;
Google's use of differential privacy in Google Maps
anonymizes user location data while improving traffic
predictions, and Apple's App Tracking Transparency
(ATT) framework in iOS lets users control app tracking
of their data, so reinforcing user autonomy in data
privacy management. Notwithstanding the huge potential
of AI-driven privacy solutions to balance data security
and accessibility, there are still difficulties, especially in
reaching an ideal balance of privacy and data value.
Future studies should concentrate on establishing
privacy-enhancing strategies to support ethical AI
implementation, algorithmic transparency, and improved
data security, thus safeguarding the responsible and
sustainable development of digital ecosystems.
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Conclusion
This study methodically investigates its uses in public

services, business, and education and builds a complete
paradigm for Internet information behavior. The results
show that by combining views from psychology,
sociology, and information science, personal information
literacy greatly influences information behavior. This
emphasizes the need to improve public information
evaluation and filtering capacities to maximize
information acquisition and use. Information literacy
education should be given top priority in future
initiatives in order to handle the rising problems of
information overload and false information distribution.
Furthermore, the spread of information depends on the
channels of distribution of social networks; consequently,
improving recommendation systems helps to reduce
filter bubble effects and increases the equity and width of
information distribution. Apart from this changing
technical scene, there are benefits and drawbacks; while
artificial intelligence-driven algorithms improve
information access and retrieval efficiency, they also
generate ethical questions and violate data privacy. Thus,
improving data privacy protections and ethical
government helps to guarantee the long-term viability
and integrity of the information ecosystem.

A vital area of research in the digital age, internet
information behavior is defined by its complexity and
multidimensionality, which both theoretically and
practically provide difficulties. This study constructs a
three-dimensional theoretical framework methodically
investigating the fundamental processes and dynamic
flow of diffusion, sharing, and knowledge acquisition.
While internet information behavior helps to enable
tailored learning and fair resource allocation in school,
big data and AI-driven technologies greatly improve
learning outcomes and feedback systems. Precision
marketing and personalized recommendations are
changing the dynamics of the market; data-driven
decision-making is increasing company efficiency and
competitiveness, therefore enhancing general corporate
competitiveness. Demand-driven information behavior
analytics enable public service resource allocation more
precisely and faster response times. Along with these
developments, studies on Internet information behavior
now have to address urgent issues of data privacy
protection, the spread of false information, and
cybersecurity risks, calling for greater research.

This study examines the interplay among individual,
group, and environmental factors, establishing a
multidimensional theoretical framework for Internet
information behavior, notwithstanding certain
limitations. The research predominantly employs case
analysis and a literature review owing to insufficient
empirical validation. Additional research across diverse
sociocultural contexts is essential to ascertain the

framework's applicability. Second, despite the complex
and erratic character of information behavior elements,
this study does not quantitatively assess the relative
relevance of interpersonal relationships, cognitive
processes, and technological surroundings. Integration of
social network analysis with machine learning could
improve model accuracy in the next studies. Although
emerging technologies such as blockchain and artificial
intelligence are progressively altering information
behavior, the existing framework inadequately addresses
the ethical and long-term ramifications. Future studies
must tackle essential issues such as algorithmic
transparency, privacy protection, and social
responsibility while also incorporating multi-source data,
experimental methodologies, and comprehensive
behavioral monitoring to enhance applicability and
predictive accuracy.
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